Linear-Regression

3 uronga 2022 r.

Yeal Bython

1 Jluneiitnas perpeccus

Haunem ¢ 0OBIYHBIX HMIIOPTOB:

[1]: Ymatplotlib inline
Jmatplotlib notebook
import matplotlib.pyplot as plt
import seaborn as sns; sns.set()
import numpy as np

1.1 TIpocras nuHeitHas perpeccusi

NmeeM HEKOTOPYIO HECTYIANHYIO IEPEMEHHYIO X, 3HAYUEHNE KOTOPOI MEHSIONINECS OT OIIBITA K OMBITY
IpU pOBeJIeHNn 3Kcrepumenta. s kaxmoro snavenus X (k = 1,_m) HabJII0/1aeTCsl HEKOTOPDIi
sddexr ny (n3mepenns). Takke U3BECTHO, ITO U3MEPEHHSI TTOJIYIAIOTCS C OMIMOKON U CBSI3b MEKLy
3HAUEHUAMHI HEeCTyJaltHO IepeMeHHo Xk, CJIyIaiiHbIMI U3MEPEHUAMH i U CJIydaiiHolt oImmMOKoi &

umeer Bux Ny = axg +b+¢; (k =1,m; a,b € R). Tpebyercs naiitn 3nadenus a, b HauayqmmM, B



HEKOTOPOM CMBICJIe, 00pa30M COrJIacyIomle HabIogaeMble 3HAUeHNS Iy CIydaliHON BeJTMIUHEL 1k CO
3HAYEHUSAMU MTEPEMEHHON Xj.

PaccmoTpum cymmy KBaJIpaToOB HAOJIIOMAEMBIX ONIUOOK € CIyYallHON BEJIMYIMHBL Ef:

m m
2
S(a,b) = Ze% =Y (yx—axg—b)" .
k=1 k=1
Buauenus 4, /l;, VAOBJIETBOPSIONINE PABEHCTBY
m
S(ﬁ,@): min S(a,b) = min —ax; —b)?,
(a,b)ER? ( ) (a,b)ER? =1 (yk k )

HA3BIBAIOT OlleHKOI HamMenbiux kBaapaTos (OHK) mapamerpos.

~

¥ = ax + b — upejckasaHHOe 3HAYEHUE Y JIJIS JJAHHOTO X.

95 0 ¥ 2 (y¢ — ax; — b) (—x) = 0,
grad S (a,b) = gg = ( 0 ) & ki &
= kglz(yk—axk—b)(—l) =0.

Munnmym dyukmuonana S(a,b) mocruraercst npu

wf e (£2) (£ 0)
k=1 k=1 k=1 ’b\
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OKBUBaJIEHTHBIE (DOPMYJIBI

m — —
kgl (Xk B X) (yk B Y) ~ — — . 1 n o 1 n
a = m — ;b:Y—aX,FﬂeX:%Zxk,Y:%Zyk‘
L (u—X) k=1 =1
k=1

Tora npeckasanHoe 3HaUeHNE | = 4 (x - Y) +Y.

1.1.1 TIIpuwmep

Paccmorpum ciieytomue JJaHHbIe, pacipe/ieleHHbIe 0OKOJIO IpaAMoil i = 2x — 5:

[2]: m=50

rng = np.random.RandomState(81)
x = 10 * rng.rand(m)

y =2 % x - 5 + rng.randn(m)
plt.figure()

plt.scatter(x, y)

<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>



[2]:

[3]:

[3]:

[4] :

<matplotlib.collections.PathCollection at 0x1e6d0b004£f0>
C=np.cov(x,y)

a=C[0,1]/C[0,0]
b=np.mean(y) -a*np.mean (x)

xfit = np.linspace(0, 10, 10)
yfit = axxfit + b

print (f"Model coef: a={a}")
print (£"Model intercept: b={b}")

plt.figure()
plt.scatter(x, y, color='green')
plt.plot(xfit, yfit)

Model coef: a=1.9681862451970724
Model intercept: b=-4.7583874782991815
<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>

[<matplotlib.lines.Line2D at 0x1e6d0b62340>]

B sklearn ecTb HECKOJIBKO KJIACCOB, PEAJU3YIOIINX JIMHEHHYI0 perpeccuio: * LinearRegression
— “kaccudeckas” jmHelinas perpeccus ¢ ontumusanueii MSE. * Ridge — snumneiinas perpeccus ¢
ontnmuzanueii MSE u {;-perynsapusanueii * Lasso — JymHeliHas perpeccusi ¢ ontuMusanueii MSE
u {1-perynsipusanueit

Y mopesneit u3 sklearn ectb mMetonbl fit u predict. IlepBbiit npuHEMaeT Ha BXOM, 00YYAIOILYIO
BBIOOPKY W BEKTOD IIEJIEBBIX MEPEMEHHBIX U 00ydaeT MOJEsb, BTOPO#, Oy/Iyun BBI3ZBAHHBIM IIOC/IE
oOyJeHns MOJIEJIN, BO3BPAIAET IpecKa3aHne Ha BbIOOPKE.

from sklearn.linear_model import LinearRegression
model = LinearRegression(fit_intercept=True)

model.fit(x[:, np.newaxis]l, y)

xfit = np.linspace(0, 10, 10)
yfit = model.predict(xfit[:, np.newaxis])

plt.figure()
plt.scatter(x, y, color='green')
plt.plot(xfit, yfit)

<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>


https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LinearRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Ridge.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Lasso.html

[4] :

[5]:

[<matplotlib.lines.Line2D at 0x1e6d2272d60>]

[Tonbupaemble mapaMerpbl Mogenu (B 6ubanoreke Scikit-Learn Bcerja cojep:kaT B KOHIE 3HAK
HO/TYEPKUBAHNs) BKJIIOYAIOT YIVIOBOH KOI(MMUIMEHT 4 U TOUKY IepecedeHns ¢ 0cbio opauHaT b. B
JAHHOM CJIyYae COOTBETCTBYIOIINE mapaMeTphl — coef _ u intercept_:

print (f£"Model coef: a={model.coef_[0]}")
print (f"Model intercept: b={model.intercept_}")
Model coef: a=1.9681862451970729

Model intercept: b=-4.758387478299183

HOHy‘{eHHbIG PE3YJIbTATBI OY€HDb OJIN3KM K I/ICXO,ILHOI'?'I 3aBUCUMOCTHU, KaK 1 JTOJIZKHO OBITh.

1.2  MuoromepHas JIMHEHas PErpeccust

Hamo: nk:xlkw1+---+xnkwn+ek:7,{%)—#8,( (k:m) = 7:XTE>+?

1. 7 = (g1, ..., m)T — cyuaiinwiit BekTOp, cocroammit n3 m € IN;

2. X = (71, ..., X ) — MaTpHILa U3 M CTOIOLOB s (k=1,m), tne X} — HOC/IEIOBATEILHOCTD
HeCJTyYaiiHbIX BEKTOPHBIX MEepeMeHHbIX ((hakTopos);

= (e1,...,&,)T — BexTOp, cocTosmmmit U3 M ciyuaitnbx omubok & (k = 1,m); Mg, = 0;

Dep =c%>0; M (Eiej) =0(i=1m, j=i+1,m) (cayqaituble OmUOKHN HEKOPPEJIUPOBAHDL);

ol

3.

4. W = (wy,..., wn)T — BEKTOp HEM3BECTHBIX HEC/IyJailHbIX MapaMeTpoB (BecoB).

Ecnu Bomosnastores yemoBus 1 — 4, TO TOBOPAT, 9TO MMEET MECTO MOJIeJIb JINHEWHOW perpeccuu;

Wi, ..., W, — KO3DPUIMEHTH PErPECCHH; 02 — OCTATOUHAS JIUCIEPCHS.

1.2.1 TIIpuwmep

B npocroii perpeccun: - 7 = (71, ,qm)T — HaGmIONCHUS; - X = (xx 1T - daxropsr; - T =
(a b)T - neusBecTHBIC MAPAMETDHL.

qk:7gﬁ+ek:(xk 1) ( Z>+sk:axk+b+sk

1.2.2 CsoiicTBa
L M= M{X]W} +Mep = X[W (k=T1,m)

2. Dy = M (ﬂk—Miyk)z] =M [(?Eﬁ—f—sk— ?EW)Z} = Me; = Degg = 0% (k=1,m) =
D7/ =De =M[E €] =0* En

1.2.3 3ameuanue

B 6oJsiee ob1mieM ciiydae BOBMOXKHBI KOPPEJIAIINE MEXKJTy ONMOKAMU, a CJIeI0BATE/JILHO U HADJIIOIe-
— ——
ouamu, T. 0. D € :M[s ET] =0%-G.



Ecim BBecTn 3aMeHy IepEeMEHHBIX ? =GV 27 = - MaremaTndecKkoe OKHUJAHUE ?: M? =

M [G_l/zﬁ}] = G_l/zMﬁ) = G_l/zXT@>7 XG~ Y2 — popast marpuna daxropos; - Marpuna Kosa-

puanuii
DT -m|(T-M7) (T-mT)'| -
=M[GV2 (3 - M7) (7 - M) G V2] =
—Gg- 2 (Dﬁ)) G V2 _g-1/2 (02 . G) G2 = 42. E,,

= 3aMeHON TepeMeHHBIX ? G127 1 cBeJ 3aJady K 3aJiade ¢ HeKOPPEJNPOBAHHBIMI OITHOKAM,
a 3HAYUT MOJiesib 1 — 4 j1ocTarovHOo 00IMasi U 3aC/Iy?KUBAET HOPOOHOI0 PACCMOTPEHUS.

1.2.4 Merox nanmennmx kBaapaTos (MHK)

Paszpa6oran K. I'ayccom (1809 r.) u mosryanst reopeTuko-BeposiTHocTHOE obocHoBanne A. MapKoBbiM
(1900 r.). MeTos tpuMeHsieTcsi Jijisl HAXOXKJIEHHsI BECOB w = (wl,...,wn)T B 3ajiave JIMHeHHOI
perpeccumu.

Paccmorpum kBagpaTuunyio dhopmy

S(W)=7"T¢ = (¥ - X"V - X"T),

koTopyto HasbiBaloT dyuknnonasoM MHK u W= arg min S( ).
@

Heo6X0/1MbIC YCIIOBUS! SKCTPEMYMa:
gradS(W) =0, S(W)=7"Y - V'XW - WXV + BTXX" .
Bemwamna (Y TXT W) = BTXY — ckansipras =
VT = (7TX7B) = BTXY
Torma S(W 7T7 2YTXTW 4+ WIXXTW = grad (W) = —2X7 +2XX'W = 0 &

YPpaBHEHUIO XX = X v/, Ha3pIBAEMOTO CHUCTEMON HOpMaJabHBIX ypaBuennit MHK.

o~

Teopema. let @ - POM3BOJILHOE PENIEHUE CUCTEMBI HOPMAJIBLHBIX yPABHEHUH => Ir%n S(W) = S(W)

1 93TOT MUHUMYM OJMHAKOB JIJIsI BCEX peﬂleHI/II;'I CHUCTEeMbl HOpMaJIbHBIX ypaBHeHHﬁ.

if det(XXT) # 0 = onenka MHK ejunCTBeHHAast 1 ONPejIe/ITeTCs PABEHCTEOM W = (xxT)-1x 7

@ S(W) =(¥ - X"&) (¥ -X"W) =
(T -XH+ @ -D) (VXD + X (@ - 7)) =
(7 - X" (V- XTB) + 2T - @)XV - XTT)+
(W —@)TXXT(W - @) =
(W)+z(w> DX - XXTB) + (T - @)'xXT (W - @) =
=3(W) + (W — @)'XXT (@ - D).
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[6]:

[7]:

[8]:

Tockonpky XXT neorpunarensno onpenenena = () > S(%) = yummym S( W) gocruraercs

B % 1 OIUHAKOB JJ1s V pelleHus HOpMaJbHLIX YPaBHEHUN = JII000€ PelIeHne CUCTEMbI HOPMAJILHBIX
ypasrennii ssistercs orenkoit MHK. JTist mebrporkaennoit X X! crerema HOpMATbLHBIX ypaBHEHHT

MMEET eJIMHCTBEHHOE PEIeHre W = (XXTH)=1x 7 >

1.2.5 TIlpuwmep

M = Wo + W1 X1, + WaXop + €k
C HECKOJIbKMMU BeJIUINHAMA Xi. [ €OMETPpUYIECKHU 9TO MOM00HO MOAD0PY IJIOCKOCTH JJIsi TOUEK B TPEX

N3MEPEHUAX.

np.random.seed(32)
X = np.random.uniform(0, 10, size=(50,2))

y = 0.5 + np.dot(X, [-2.0, 1.5]) + np.random.normal(scale=1.0, size=X.shape[0])

BosmozknocTn LinearRegression IIO3BOJIAIOT pa6OTaTI) C MHOI'OMEPHBIMH JIMHEMHBIMI MOJECJIAMM.

from sklearn.linear_model import LinearRegression
model = LinearRegression(fit_intercept=True)
model.fit(X, y)

print (model.intercept_)

print (model.coef_)

0.5790960288296627
[-1.91567403 1.41453722]

from mpl_toolkits.mplot3d import Axes3D

t = np.linspace(0, 10, 50)
x_fit_1, x_fit_2 = np.meshgrid(t, t)

x_fit = np.column_stack((x_fit_1.ravel(),x_fit_2.ravel()))

y_fit = model.predict(x_£fit)

fig = plt.figure(figsize=(4,4))

ax = Axes3D(fig, auto_add_to_figure=False)

#ax.plot_trisurf(zc_fit[:,0], z_fit[:,1], y_fit, alpha=0.3, cmap='inferno')

ax.plot_surface(x_fit_1, x_fit_2, y_fit.reshape(x_fit_1.shape), linewidth=0,
—rstride=10, cstride=10, alpha=0.3, cmap='rainbow')

ax.scatter (X[:,0], X[:,1], y, color='black', marker='*")

fig.add_axes(ax)

ax.elev = 15
ax.azim = 45



[9]:

plt.show()

<IPython.core.display.Javascript object>
<IPython.core.display.HTML object>

JInneitnas perpeccus MO2KET UCITOJIb30BaTbhCs JIJIsd alllIPOKCUMaIllU HallluX JaHHbIX ITPAMBIMU, I1JIOC-
KOCTdMU U TUIIEPIIJIOCKOCTAMMH. CKJ’I&IH)IB&GTCSI BIleJaTJ/IeHrue, 9YTO I9TOT IIOAXOJ OI'PpaHUYIMBaACTCHA
JINIIIb CTPOTO JUHENHBIMI OTHOIIEHUSIMA MeXKy IepeMEHHBIMU, HO, €CJIN IIPOABUTDL I/I306peTaTeJIb—
HOCTBb, BOBMO2KHOCTHU OKa3bIBalOTCsdA Iopa3ao IIMnupe.

1.3 Perpeccus B ClIpsiMJISIONIEM TTPOCTPAHCTBE

OMH U3 TPIOKOB, MO3BOJISIOIINX IIPUCIIOCOOUTD JTUHEHHYIO PEIPECCUI0 K HEJTUMHEHBIM OTHOITEHUSIM
MEXK/Iy IepeMEHHBIMU, — (DYHKIMOHAJBHOE ITpeodpa3oBanue JaHHbIX. Viess cocTouT B TOM, 4TOOLI
B34Th MHOT'OMEPHYIO JINHEHHYIO MOJIeJIb:

Yy =wiz1+ ... + WNZN

U IOJICTABHUTD B Hee Zj = (p]-(7) (j=1,N), e ¢; : R" — R — nexoTopast GbyHKIMA, BBITOTHATOMIA
npeobpazoBanme hakTOPOB =

y= wlq)l(7) +... +wN(pN(7).

B urore nosyuaercs mozens B N-MEpHOM IIPOCTPAHCTBE, KOTOPOE HA3BIBAIOT CIIPSIMJIAIOIIIM.

CoOTBETCTBYIOIIYIO 3a/Ia9y PErpecCUH Telepb MOXKHO HepedOpMYIUPOBATE CJIEIYIOMIM 00pa3oM:

me=u(Xwi+ - +on(Twy +e& (k=T,m) & 7 =>(X)W + ¢

B uactHOCTH, 1719 OIHOMEPHBIX (DAKTOPOB X, €CJIU (pk(x) = xk_l, II0JIy49aeM IIOJIMHOMUAJIBHYIO
perpeccuio:
N-1
y=ag+amx+...+an-1x
O6paTI/IM BHUMAaHMUE, 94TO MOZEJ/b IIO-IIPEXKHEMY OCTaeTCd JIMHEMHON — JIMHEMHOCTb OTHOCUTCA K

TOMY, 9TO KO(hMUIUEHTHI Wy HUKOIJIA HE YMHOXKAITCS M HE JIeJIATcst Apyr Ha apyra. PakTude-
CKU MbI B3SIJIM HAIIM OJHOMEPHDbIE 3HAUYECHUS X W BBIMOJHUINA IIPOEKIINIO WX Ha 00JiIee MHOIOMEPHOE
IIPOCTPAHCTBO, TAK YTO C IMIOMOIIBIO JTUHEHHON AIIPOKCUMAIIIN MBI MOYXKEM Telepb OTPpakaThb OoJiee
CJIOKHBIE 3aBUCUMOCTH MEXKJY X U V.

1.3.1 TlosmmHOMUMABHBIE Ha3uCcHbIE (DYHKIIMH

JlamHoe moMHOMHUAIBHOE TPEodpPa30BaHne HACTOIBKO YI00HO, UTO OBLIO BCTPOEHO B OMOJIMOTEKY
Scikit-Learn B Bujie npeobpasoBaress PolynomialFeatures:

from sklearn.preprocessing import PolynomialFeatures
x = np.array([2, 3, 4])

poly = PolynomialFeatures(2, include_bias=True)
display(x[:, np.newaxis])
display(poly.fit_transform(x[:, np.newaxis]))
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array([[2],
[3] b
[411)

array([[ 1., 2., 4.1,
[1., 3., 9.1,
[1., 4., 16.11)

[TpeobpasoBaTesb IpEeBPATHII HAI OJITHOMEPHBI MAaCCUB B TPEXMEPHBI IIyTeM BO3BEICHUST KaKI0I0
U3 3HaYEHn B crenenb. Jlajmee MOxKHO Oy/IeT 1M0Ib30BATHCS ITUM IIPEOOPA30BaTEIEM i PEFPECCH-
OHHOI MOIEJIN.

[Tocste Takoro mpeobpazoBaHusT MOXKHO BOCIIOJ/IB30BATHCS JIMHEIHOM MOJIEJIBIO JIjIs TI0100pa HAMHOIO
GoJtee CIOXKHBIX 3aBHCHMOCTEHl MeXK/ly BeJMIMHAMU X u Y. Hampumep, paccMOTpHM 3alllyMIEHHYIO
CUHYCOUTY

from sklearn.linear_model import LinearRegression
np.random.seed (36)

x = np.linspace(0, 1, 100)
y = np.cos(l.5 * np.pi * x)

x_train = np.random.uniform(0, 1, size=30)
y_train = np.cos(1.5 * np.pi * x_train) + np.random.normal(scale=0.1,,
—size=x_train.shape)

from sklearn.preprocessing import PolynomialFeatures
fig, axs = plt.subplots(figsize=(16, 4), ncols=3)
for i, degree in enumerate([1, 4, 30]):
X_train = PolynomialFeatures(degree, include_bias=True).
~fit_transform(x_train[:, np.newaxis])
X = PolynomialFeatures(degree, include_bias=True).fit_transform(x[:, np.
—newaxis])
w=np.dot(np.linalg.inv(np.matmul (X_train.T,X_train)),np.dot(X_train.
~T,y_train))
y_pred=np.dot (X,w)

axs[i] .plot(x, y, label="Real function")
axs[i] .scatter(x_train, y_train, label="Data")
axs[i] .plot(x, y_pred, label="Prediction")

if i == 0: axs[i].legend()

axs[i] .set_title("Degree = 7d" 7, degree)
axs[i] .set_xlabel ("$x$")

axs[i] .set_ylabel ("$£f (x)$")

axs[i] .set_ylim(-2, 2)

print(f"Degree = {degreel}")
print(f"Coeffs = {w}")
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<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>

Degree =1

Coeffs = [ 0.77571792 -1.96635465]

Degree = 4

Coeffs = [ 0.96001923 0.0697848 -14.40575795 18.10888186 -4.68598787]

Degree = 30

Coeffs = [ 8.63945778e-01 1.68288699e+01 -3.54481232e+02 2.68226575e+03
-1.02001221e+04 2.26756875e+04 -4.03703594e+04 5.36838125e+04
4.94457656e+04 -3.26019375e+05 3.26033844e+05 1.95884750e+05
-2.39219250e+05 -5.84798500e+05 7.02292875e+05 1.27272875e+05
-1.28943375e+05 3.26927375e+05 -1.87051919e+06 1.20632300e+06
7.47456500e+05 2.55077250e+05 -1.44563600e+06 2.41653600e+06
-5.156512250e+06 6.22653350e+06 -4.04926425e+06 1.44199575e+06
-1.55871844e+06 2.39541267e+06 -1.08729412e+06]

OdopMmumM DyHKINIO JJIsI JAJbHERIIEro NCIoab30BaHus ¢ Mojie/isiMi sklearn

def fit_and_draw(model):
np.random.seed (36)
x = np.linspace(0, 1, 100)
y = np.cos(l.5 * np.pi * x)
x_train = np.random.uniform(0, 1, size=30)
y_train = np.cos(1.5 * np.pi * x_train) + np.random.normal(scale=0.1,,
—~size=x_train.shape)

from sklearn.preprocessing import PolynomialFeatures
fig, axs = plt.subplots(figsize=(16, 4), ncols=3)
for i, degree in enumerate([1, 4, 30]):
X_train = PolynomialFeatures(degree, include_bias=False).
~fit_transform(x_train[:, np.newaxis])
X = PolynomialFeatures(degree, include_bias=False).fit_transform(x[:, np.
—newaxis])

regr = model.fit(X_train, y_train)
y_pred = regr.predict(X)

axs[i] .plot(x, y, label="Real function")
axs[i] .scatter(x_train, y_train, label="Data")
axs[i] .plot(x, y_pred, label="Prediction")

if i ==

axs[i] .legend ()

axs[i] .set_title("Degree = 7d" 7, degree)
axs[i] .set_xlabel ("$x$")

axs[i] .set_ylabel ("$f(x)$")

axs[i] .set_ylim(-2, 2)
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print (f"Degree = {degree}")
print(f"Coeffs = {model.coef_}")
print(f"Intercept = {model.intercept_}")

from sklearn.linear_model import LinearRegression

poly_model = LinearRegression()
fit_and_draw(poly_model)

<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>

Degree =1
Coeffs = [-1.96635465]
Intercept = 0.7757179200527622
Degree = 4
Coeffs = [ 0.0697848 -14.40575795 18.10888186 -4.68598787]
Intercept = 0.960019225440941
Degree = 30
Coeffs = [-4.52840244e+03 4.57451069e+05 -1.96388216e+07 4.52137630e+08
-6.41571458e+09 6.07784252e+10 -4.02177363e+11 1.90049292e+12
-6.42961320e+12 1.52385081e+13 -2.36149011e+13 1.88907611e+13
3.53909083e+12 -1.96426490e+13 3.36012973e+12 1.80752089e+13
-1.78125292e+12 -1.79277897e+13 -4.30295114e+12 1.56381708e+13
1.19344013e+13 -7.79130765e+12 -1.77282172e+13 -2.62017013e+12
1.64792282e+13 1.26777276e+13 -1.29722474e+13 -1.80761176e+13
2.16364418e+13 -6.13557594e+12]

Intercept = 9.196001896042334

C OMOIIBIO JIMHEHHONW MOJIENIH, NCIIOJIb3Ysl TOJINHOMUAIbHBIE Oa3UCHBIE (DYHKIIMH CEIBMOTO ITOPSII-
Ka, MbI TIOJIy IUIU IIPEKPACHYIO alllIPOKCUMAIIIIO 3TUX HEJUHEHHbIX JaHHBIX. [[pruMeneHne 6a31CHBIX
dbyHKIU B Hameil TUHEHHOW MOIe/N JeaeT ee HAMHOIO TubYe, HO TaK»Ke M OBICTPO MPUBOINUT K
repeobydenuio. Hampumep, eciiu BoIOpaTh CIUIIKOM BBICOKYIO CTEIIEHb ITOJIMHOMA, TO MBI ITOJIyYaeM
HeyIadHOe MPUOJIMXKEHTE.

1.4 Onrumanbaocts onenok MHK

Teopema. let XXT — meBpposiena = orenka MHK @ = (XXT)_1X7: 1. mecmemmennas; 2. a¢-
deKTUBHASA B KJIACCE JIMHEHHBIX HECMEIEHHBIX OIEHOK ﬁ; 3. Marpuna koBapuarnuit onenku MHK:

D(W) = o2(XXT)1,
< 1. HecmereHHOCTD:
MW@ =M [(xx")7xX77 | = M[(xx")7x (XTW + 2)| =
=(XXT)'XXTW + (XX")'XX"ME =W .
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2. DddexTuBHAS OIEHKa B KJacce JUHEHHBIX HECMENIEHHBIX OIEHOK O3HAadaeT cieayroree. let
= L7 — upousBOIbHAs JMHefiHasi HecMemeHHas ouenka W. T. e. M = LMﬁ> =
LM [XTW + ?] =1LXTW =W u DZ; > Dw; (i = 1,n). 3Ha4uT, HECMENEHHOCTH ? & LXT =E.

st mokazarenbeTBa 9P PEKTUBHOCTH, PACCMOTPIM D? = LD?LT =o?LLT.

LLT =(L — (XX") 7' X + (XXT) 7' X) (L — (XXT) 7' X+ (xXT)'X)T =
(L — (XXX (L — (XXT) 1 X)T 4+ (L — (xXT)1x)XT(XxT) 1+

+ (XXX (LT — xT(xxT)~1) + (xxT)~1x [(XXT)*lx} T
=(L— (XX")'X)(L — (XXT)71X)T + (LXT — E)(XXT)" '+
+ (XX UXLT — E) + (xxT)xxT(xx")~! =
={LX"=E XLT=E }=
=(L— (XXH)1X)(L - (xx1)"1x)T + (xxT)~t.
O6a ciiaraeMbIX UMEIOT BH]L AAT = Y KazkJIoro cjaraeMoro HeOTpUIATeIbHbIC IMaroHa/IbHbIE 3J1e-
MEHTBI, CyMMa KOTOPBIX U Ipejcrasiser coboit D{; (i = 1,1n) u uMeoT HANMEHbIIIe 3HAYCHUS TIPU

L = (XXT)"1X. Coorpercryiomas achbdekTnBHAs OleHKA = (XXT)*lXﬁ), COBIAIAIONIAS C
onenkoit MHK.

3. Marpuna koBapuaruii onenkun MHK:

DW =(xxT)1xD(7)XT(xxT)"! = (XXT)"1X(2E)XT (xXT)! =
=2(XXH) >

1.5 Ormenka oCTaTOYHON THUCTIEpCUT

1.5.1 3amuck KBaJapaTudHOil (GOPMBI Yepes ciies,

let z=(z1,...,z0); A= | ... aj .. |,aj=aj(i=1n,j=1n)

ZTAZ = Z Zziai]-zj = Z lz Eli]'(Z]'Zi)] =

i=1j=1 i=1 |j=1

n
= A(Z . ZT) = e ajjZjZg ... =
j=1
—=tr(Azz")

N3 nmokazaTesnbcTBa TEOpeMbl 0 MUHUMM3aINuu KBajparudHoit ¢popmbr MHK S(W) pelleHneM Cu-
CTeMbl HOPMAJIbHBIX YDaBHEHUIA:

S(W) = S(B) + (T — @) XXT(W - @) =

11



[13]:

MS(W) = MS(W) + M [(% ~ )X (W - w‘)}

C Jipyroii CTOPOHBI, TIO OMPEIEHUIO
MS(@) =M [?T?} - i=1

Paccmorpum
M (W = @) XXT(@ - )| =M [t (xXT (@ - @)W - @)7)| =
—tr (XX"M (W - @)(@ - @)7])

Onenka %*HGCMGHLGHH&H =M [%} =W =D [/_z;} =M {(ﬁ — ﬁ)(w _ W)T} = o2(XXT)"1

=
M [(% ~ XX (W - @)| = ot (XXT(XX") ™) = #E - 0? = no?.

B urore, nmeem

mo* = MS(%) +no* = MS(%) = (m —n)o?.

2 S(W)

2 ppibparb 02 = 27,

TO OHa GyIeT HeCMEIIEHHO OIeHKON ISt 02

T. o. if B KadecTBe OLICHKU O

M 3] = Aff(_%n) SRS

1.6 Perynapuzamusa

1.6.1 T'pebuesas perpeccusi (L2-perysipusanusi)

BeposiTHO, caMblii 49acTO BCTPEYAIONINiiCs BUJ peryisipusanuun — rpebHeBasi perpeccus (ridge
regression), nian L2-perynsipusaiust (L2-regularization), Tak»ke mHOI/Ia HasblBaeMasl pPeryJispu3a-

mueii Tuxonosa (Tikhonov regularization). Ona 3akiodaercss B HajioKeHun mrpada Ha CyMMy
KBaIpaToOB (eBKJIMI0BONH HOPMBI) KOadbduimenTos Moaenu. B nanHom ciydae mrpady st MoJen

Oyzer paBeH:
n
P=a)’ w?,
k=1

rie & — CBOOOIHBIN ITapaMerp, CJIYXKAIMUN JJIsT YIPABIEHUsI YPOBHEM IITpada. JTOT THI MOIETN
co tmrpadomM BeTpoeH B 6ubimoreky Scikit-Learn B Buje oneHuBaresis Ridge:

from sklearn.linear_model import Ridge

poly_model = Ridge(alpha=0.5e-4)
fit_and_draw(poly_model)

<IPython.core.display.Javascript object>
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<IPython.core.display.HTML object>

Degree = 1

Coeffs = [-1.96631031]

Intercept = 0.7756999136786734

Degree = 4

Coeffs = [ -0.64203823 -10.7073901  11.8185108 -1.3476647 ]

Intercept = 0.986796508792788

Degree = 30

Coeffs = [-0.82610999 -8.3193884 4.56116154 4.05002638 1.76531704

0.24447651
-0.46523757 -0.70111183 -0.71581948 -0.64050122 -0.53181246 -0.41248169
-0.29289016 -0.17964427 -0.07787892 0.00865097 0.07785544 0.12937172
0.16434367 0.1850294 0.19436066 0.19554015 0.1917205 0.18577774
0.18017253 0.17688405 0.17739829 0.18273379 0.19349055 0.20991089]

Intercept = 0.9820313158728272

[Tapamerp & CIYKUT JJIsl YIIPaBJIEHUS CJIOKHOCTBIO MOJyYaeMoOl B MTOTe Mojaeau. B mpeneabHoM
caydae & — 0 MBI TIOJIydaeM pe3yJibTaT, COOTBETCTBYIONINY CTAHIAPTHON JIMHEHHOW perpeccuu; B
[IPEJIEJIBHOM CJlydae & — 00 OyJieT IPOUCXOJIUTH ITOaBICHHE JTIOO0TO OTKJnKa Mojesu. Jlocromn-
cTBa rpebHEBO perpeccur BKJIIOYAIOT, IIOMUMO IIPOYEro, BO3MOXKHOCTD ee 3(MHEKTUBHOTO pacyeTa
— BBIYUCJIATEJIbHbIC 3aTPaThl HPAKTUYECKNA He IIPEBLIIIAIOT 3aTpaT Ha pacdeT UCXOHON JIMHEHHOMN
PErpecCuOHHOI MOJIEJIN.

1.6.2 Jlacco-perpeccust (L1 peryssipusarusi)

Erte osiun pacripocTpaneHHbIN TUII PETYJISPU3aIlnU — TaK Ha3bIBaeMasi JIACCO-PETryIPU3aInsl, BKIIIO-
vatomniast mrpadoBanne Ha cymmy abcoioTHbIX 3HadeHuit (L1-Hopma) KoadduimenTos perpeccu:

n
P=ua) |w,.
k=1

XOTs KOHIIETITYAIHLHO 9Ta PErPeccusi 0UeHb OJIn3Ka K 'peOHEBO, pe3yJIbTaThl ©X MOT'YT OY€Hb CUJIBHO
paznuyuarbesa. Hampumep, 1mo reoMeTpuvdeckuM IIPUYUHAM JIACCO-PEIPECCHs JIIOOUT pa3perKeHHbIE
MOJIEJIN, TO €CTh OHA 10 BO3MOXKHOCTH JiejiaeT KO3 DUITUEHTHI MO PABHBIMU HYJIIO.

[TocmoTpeTh Ha MMOBEJEHUE TOM PErpecCur MBI MOXKEM, BOCITPOU3BEIsI I'PadpUK, HO C MCIIOJIb30BAHM-
eM KO3(PDUITUEHTOB, HOPMAJIU30BAHHBIX € IIOMOIIBIO HOPMbI L1:

from sklearn.linear_model import Lasso

poly_model = Lasso(alpha=1.0e-4, max_iter=10000)
fit_and_draw(poly_model)

<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>

1
[-1.9650018]

Degree
Coeffs
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[16]:

Intercept = 0.7751684734880687

Degree = 4

Coeffs = [-1.92815017 -4.16751937 0.88096454 4.3820449 ]
Intercept = 1.036684161709409

Degree = 30

Coeffs = [-1.72864786 -4.51859608 O. 5.91868208 O. 0.
-0. -0. -0. -0.03492571 -0.44330999 -0.19981369
-0. -0. -0. -0. -0. -0.
-0. -0. -0. 0. 0. 0.
0. 0. 0. 0. 0. 0. ]

Intercept = 1.0230776740430572

[Ipu ucnonbzoBanuu 1Tpada Jacco-perpeccuu GOJIBIIMHCTBO KOIMMUIIMEHTOB B TOYHOCTU PaBHBI
HYJI0, a8 (QYHKIIMOHAJIBLHOE MMOBEICHUE MOJCIUPYETCS HEOOJIBINNM MOIMHOXKECTBOM U3 UMEIOIIIXCS
b6aszucHbix dyuknuit. Kak u B ciiydae rpebHEBOI peryasgpusalun, IapaMeTp & yIpaBJjseT YPOBHEM
mrpada 1 ero CjaeyeT OupelessiTh IyTeM IIePEKPECTHON ITPOBEPKU.

1.6.3 Tayccosbl 6a3ucHbie QyHKINN

MozkHO ucmo/ib30BaTh u Apyrue 6azucuble GpyHKIuU. Hampumep, oquH U3 9acTo MPUMEHSIIONTAXCS
[IPUMEMOB — 0Oy4YeHMe MOJIEJIHN, IIPEICTABIISIONIEl coboii CyMMy He IMOJIMHOMHUAJILHBIX, a ['ayccoBbIX
0a3uCHBIX QPYHKIINN.

Otu [ayccoBbl bazucHble PYyHKIIUN HE BCTPOEHBI B OubnoTeKy Scikit-Learn, HO Mbl MOYKEM HAIIW-
caTh JIJIs X CO3/IaHMs [TOJB30BATEILCKII ITpeobpa3oBaTesib, KaK MOKa3aHO HUKe (Ipeobpa3oBaTesn
oubsmoreku Scikit-Learn peajn3oBaHbl KaK KJacchl si3bika Python; paspaborka mo/ib30BaTe/1bCKO-
ro npeobpaszoBaTesiss — OTIIMIHBIN CII0CO6 Pa30bpaThCsl ¢ UX CO3/IAHUEM ):

rng = np.random.RandomState(8)
x = 10 * rng.rand(50)
y = np.sin(x) + 0.1 * rng.randn(50)

from sklearn.base import TransformerMixin

class GaussianFeatures(TransformerMixin) :
"""Uniformly spaced Gaussian features for one-dimensional input"""

def __init__(self, N, width_factor=2.0):
self.N = N
self .width_factor = width_factor

O@staticmethod
def _gauss_basis(x, y, width):
arg = (x - y) / width
return np.exp(-0.5 * arg **x 2)
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def fit(self, X, y=None):
# create N centers spread along the data Tange
self.centers_ = np.linspace(X.min(), X.max(), self.N)
self .width_ = self.width_factor * (self.centers_[1] - self.centers_[0])
return self

def transform(self, X):
return self._gauss_basis(X, self.centers_, self.width_)

X_train = GaussianFeatures(20).fit_transform(x[:,np.newaxis])
gauss_model = LinearRegression()
gauss_model.fit (X_train, y)

xfit = np.linspace(0, 10, 1000)
X_fit=GaussianFeatures(20) .fit_transform(xfit[:,np.newaxis])
yfit = gauss_model.predict(X_fit)

plt.figure()
plt.scatter(x, y)
plt.plot(xfit, yfit)
plt.x1im(0, 10)

<IPython.core.display.Javascript object>

<IPython.core.display.HTML object>

(0.0, 10.0)

Mpbr paccMoTpe i JaHHBIH TPUMEP JIUIID JIjIs TOrO, Y9TOObI MOMYEPKHYTh, YTO B MOJUHOMUAILHBIX
0a3uCHBIX (DYHKIUIX HET HUKAKOI'O KOJIAYHCTBa. EC/IN y Bac eCcTh KakKue-To allpuoOpHbIE CBEIEHUS O
IIporecce reaepanun BalluX JaHHBIX, HCXO/Jd U3 KOTOPLIX €CTh OCHOBaHM{ IIO0JIaraTb, ITO HaI/I60.Hee
ITOAXOSIIIM OyIeT TOT Wi WHOU HabOp 6a30BBIX (PYHKIINN, — TO MOXKHO HCIIOJIH30BATDH €rO0.
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